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ABSTRACT

The (7,p) reaction in O, F, Ne, and C has been studied with electrons
of energies up to 36 Mev. Burvey studies were made of the Al, A, and B
(7,p) energy spectra. The reactions were initiated by electrons, and not
real photons; but it has been theoretically predicted and received partial
experimental verification that there is a one to one correspondence between
electron- and photon-induced reactions, and that one can assume, when
analyzing electron-production yields, that the electron has associated
with it a virtual-photon spectrum, similar to the real-photon bremsstrahlung
spectrum. The virtual and bremsstrahlung spectra differ, however, in that
the virtual-photon spectrum depends on the multipolarity of the induced
transition and the angle between the-incident electron beam and the emitted
disintegration product, while the bremsstrahlung spectrum does not. The
electron production yields were analyzed with the use of the E-1 virtual-
photon spectrum to obtain o(7,p). The proton yilelds and corresponding
cross sections of O, F, and Ne contain more than two peaks or resonances.
Neon ¢xhibits the most interesting spectrum. It has a series of well-
resolved, evenly-spaced peaks whose envelope has the usual giant-resonance
shape. The peaks occur at laboratory proton energies of 3.20, 3.70, 4.58,
5.80, 6.65, 7.75, 8.65, 9.40, and 11.40 Mev. The final-state properties
of the Ne protons from 4 to 10 Mev and the O protons from 9.2 to 12.4 Mev
were determined to within 20% by excitation experiments. Angular distrib-
ution measurements over & considerable region of the giant resonances

are presented for 0, F, Ne, and C. The following integrated cross-section
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estimates and limits were obtained:

0™ 127 o(y,p)aE. =56 + 11 Mev-mby FU0 (23 o(y,p)dE = 293 Mev-mb;
16.6 7 10.5 7

Ne /27 o(y,p)aE = 65*13 Mev-mb 2 133 5(y,0)aE. = 50 £ 8 Mevomb:
16 4 - 20.3 7

a?7 f29 0’(7,p)dE7 =9l + 19 Mev-mb; 62 Mev-mb s Al‘o / 0’(7,p)dE7 $ 100 Mev-mb;
18.5

and

25 Mev-mb 5 B 127 0(7,p)AE_ s 42 Mev-mb.
13.8 7
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CHAPTER I
INTRODUCTION

It is generally conceded that the mechanism of photonuclear reac-
tions is essentially understood, yet a number of important facets of
these reactions still await experimental confimmation and qQuantitative
theoretical explanation. Among the unexplained facets is the "conten-
tious” subJectl of gross structure in the giant resonance in light nuclei,
as conjectured from the y-nucleon cross sections. This subject is non-
trivial since the occurrence of gross structure other than that attribu-
table to a deformation of the nuclear shape from sphericity, as evidenced
by large quadrupole moments, is embarrassing to the collective models of
the nuclear photoeffect; while the independent-particle models contain
an inherent mechanism for the production of structure.2 While, in
general, the two models have mutually exclusive domains of validity,
regions do exist where bcth models claim applicability. As 8p1cer3 has
pointed out, since the properties of the low-lying states of elements in
the region of 9 < Z < 30 are successfully described by the collective
or strong interaction models, the Danos-Okamoto long-range correlation
modelu of the photonuclear effect must be applicable to these elements.
If the collective model description is correct in this region, the giant
resonance should be split into two peaks occurring at photon energies
w, and «  whose ratio is given by “E/“% = .911(a/v) + .089 , where
the ratio a/b (a and b are the lengths of the semi-major and semi-

minor axis of the assumed spheroidally shaped nucleus) can be determined

-1 -



from the intrinsic quadrupole moment. In particular, using values for
the intrinsic quadrupole moments derived from low-lying E-2 transitions,5
the collective model predicts wh/wb values of 1.3 and 1.4 for F and Ne,
respectively; hence the predicted glant-resonance splitting should be
easily resolved. On the other hand, recent theoretical studies show
that Wilkinson's theory6 of the photonuclear effect with detailed shell-
model initial and excited states7’8 can well parody the gross structure
previously seen in the O o(y,p). Furthemmore, although detailed photo-
nuclear calculations have not been made for F and Ne, the excited states
of F19 have been calculuted with the shell model using configuration
mixing.g These elements should clearly be within the domain of the
shell moc'lel.l'o Thue both modéls claim to be applicable to the photo-
nuclear effect in F and Ne. Therefore the occurrence of more than two
or, if the improbable assumption of non-axi;1 nuclear symmetryll is made,
three relatively large peaks in a(y,p) would confirm the independent-
particle-model description of the nuclear photoeffect while providing
a severe censure of the collective-model description. Noncommittal
results might give some insight into the coupling mechanism between the
single-particie states and collective-model states in the nuclear-model
transition region. However, except for the 0 o(7,p), experimental
evidence for the gross (7,p) energy structure has been statistically
1nconclusive.12’l3’lu’15
Consequently, a search for (7,p) energy structure with which the
predictions of the collective and independent particle models could be

compared was made in O, F, and Ne. In addition, survey searches were
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made for (7,p) energy structure in A and B; and a C energy spectrum,
needed in the CF2 target F experiments for C background subtraction, was
obtained. Angular distributions of the protons from the prominent peaks
in 0, F, Ne, and C were measured. The relationship between photon and
proton energy was determined for the major O and Ne peaks by excitation
of the protons as a function of electron energy. All target elements
contained the naturally occurring ratios of isotopes.

In these experiments the direct effect of the electron's transition
electromagnetic field produced the reaction and not real photons. How=-
ever, a direct correspondence between electron- and photon-induced
reactions has been predicted by calculations that employ the )ﬁller
potent13116’17 to describe the electron's transition electromagnetic
field. According to virtual-photon theory, the direct effect of the
electron's transition field may be considered as spectra of virtual
photons which depend on the multipolarity of the induced reaction. The
electron-production yields may be analyzed with these virtual-photon
spectra in analogy to the analysis of photoproduction ylelds with a
real bremastrahlung spectrum. The virtual photon hypothesis and spectra
have received partial experimental confinlstion.lB’lg Therefore, we
describe the electron production process as a (7,p) reaction even though
the square of the four-vector momentum transferred to the nucleus may be
different than zero, as in the real-photon case. Furthermore, since the
three-momentum transfer may be in other than incident-beam directions,
although nearly forward directions predominate, the virtual-photon spectra

are expected to have a slight dependence on the angle between the emitted
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disintegration product and the primary electron beam; and consequently,
electron-induced angular disintegrations are expected to be slightly
more isotropic than real-photon-induced reactions. This effect for E-1
transitions has been examined theoretically by Bosco and Fubini.ao
They assume explicitly the classical E-1 approximation (kR << 1 , where
k is subsequently defined and R 1is the radius of the interaction
region) and implicitly the equality of the matrix elements of the current
operator between initial nuclear and final nuclear-nucleon states which
are perpendicular and parallel to the three-vector momentum transfer.
Their result, which cortained several printing errors, was not integ-
rated over the scattered electron directions. They showed essentially

that the E-1 differential electron disintegration cross section 1s given

by
2
a0 2n 1 B(E)
_____..dn > = ;— Pt pq 3 a(E)N‘li t—5 NiJ QY QJ ’ (1)
q e e q

if the E-1 photodisintegration cross sections is given by

do 2x
B . —p [a(z)-n-p(x) sin> 6 ] ’ (2)
an ¢ 14 3
q
where
32 2
1.3 2
T AT R TR
¥ 3t
+(kk, - pXk, - pyk) [1- 'k—a‘*—kg‘ +
o Yo



v S0 (a2 - B2G) + X - DR
kO

and eq is the angle between the real-photon direction and the relative

momentum of the emitted particle E . This is equivalent to

2 2 2 2 2.2

d¢ P, P, © W o+ ow 2m k
1 1 0

q e e 0 0 ° 0

*-qa 2 - B8 "2TOE |19 ’ (3)

vhere ko =W - w 18 the energy and x ='f> - 'ﬁ' is the momentum
transferred to the disintegrating system; the unprimed quantities refer
to initial- and the primed quantities to final-state electron variables.

Upon integration over scattered-electron directions, we obtain

2 2 . 2 ,
. o © De.Pg (W + W 'A_a)a(E)+z_p(E)

do
=

0 e ww! w
u2 + m'2 w! 2
+ A-2-3—]| XE) sin®o [, (4)
ww'! 2 w q

where

ww' + pp! -mz
m(w - w')

AN = 1n

The electron-beam monitoring system, proton spectrometer, gaseous
target-chamber, as well as other experimental details are discussed in
Chapter II, Experimental Appartus and Methods. In Chapter III, Experi-

mental Results and Discussions, the proton energy distributions,
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excitation functions, and angular distributions are presented and com-
pared with other experiments. In Chapter IV, Conclusions, the implica-

tions of the observed structure are discussed.



‘*

CHAPTER II
EXPERIMENTAL APPARATUS AND METHODS
A. Description of the Experimental Arrangement

Electrons, accelerated by the Stanford Mark II 49-Mev Linear
Accelerator and momentum-analyzed into a momentum band of variable width
by two 30° wedge megnets and a slit system located at the first hori-
zontal spacial focus of the magnet system,21 traversed only 0.00075 in.
of Al, which constituted the three-foll, secondary-emission electron-
beam-current monitor (SEM),22 and a 0.001-in. Al window between the
accelerstor and spectrometer vacuum systems before entering the scat-
tering chamber., The electrons were then incident on the target elements
which were contained in a thin-walled stainless-steel cylinder, in the
case of gaseous targets, or which were in the form of polystyrene (cH)
or teflon (CF2) foils, in the case of C or F. The protons emitted from
the target into the solid angle subtended by the spectrometer were
momentum-analyzed by an 18-in. radius, 120° double-focusing magnet and
then detected by a counter system located in the focal surface of the
magnet. The counter system consisted of eight channels, each with an
RCA6810 photomultiplier tube with vacuum seal at the projecting metal
ring on the tube base, which permitted the photocathode of the PMT and
the 1.125 X 2 X .010 in. Pilot-B scintillators on which were evaporated

5

approximately 10"7 in. of Al for optical isolation of the counters to

be in the spectrometer vacuum system. Since it was experimentally
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determined that the pulse-height distribution of the counter array was
narrowest when the scintillator was approximately 0.06 in. from the
photocathode with no light pipe between, this arrangement was used.

The outputs of the tuhes were fed directly to fast integral discrimina-
tors of the Moody type. The counter system resolving time was consid-
erably shorter than the average time interval between background
electron pulses, which eliminated, to a large degree, the pile-up of
these small electron-induced pulses and allowed the maximum electron-
beam intensity to be used. Calibration and design motivation for the

various components are discussed in greater detail below.

B. Detailed Description of the Calibration and Performance
of the Experimental Components

2.1 Energy calibration and stability of the primary electron beam.

The currents through the achromatic beam-translation aystem21 were

monitored and not the fields themselves during most of the energy and
angular distribution runs. Diurnal drifts in the field values, allegedly
due to long relaxation times of the magnet iron domains, have been
observed in this laboratory by other experimenters using similar magnets,
even though the magrietizing currents were kept constant. These effects
were minimized in this experiment by turning on all equipment at least
half an hour before the start of data runs. 8ince each datum point
consists, in generasl, of an average of information from three different
counters taken at random times relative to daily data-run starting times,

electron-energy errors are further minimized by the method of data
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combination. Fortunately, the proton yield, for transitions initiated
by photons whose energies are not near the virtual-photon endpoint, is
not especially sensitive to fluctuations in electron energy. Figure 1
shows the relative change of the virtual-photon intensity as a function
of the transition energy k for an initial electron energy EO = 30 Mev.

The current through the beam translation system was cycled in a
standardized manner whenever the electron energy was decreased to mini-
mize field and hence electron energy errors due to hysteresis. Power
supply limitations did not permit high enough currents to saturate the
magnets, but elastic electron scattering measurements showed that the
recycling procedure used gave reproducible energies to within .2%.

The initial electron energy was calibrated both by (7,n) threshold

a3 and by Cmehh a-particle measurements (Fig. 2) with the

measurements,
use of the proton spectrometer and elastic electron scattering. The
latter method involves extrapolating from the a-particle Hp values to
electron Hp values, and assumes the field configurations are the same for
both cases, differing only in magnitude. The threshold measurements
gave Eo = 1.2X - 1.7 and the a-particle and elastic electron scatter-

ing measurements gave E, = 1.135X - 1.18 , where X 1is the analyzing-

magnet-shunt voltage in millivolts. The proton endpoint for the 24.5-

Mev C data seemed to indicate an EO midway between these values, after

allowance was made for the finite energy spread of the initial electron

beam. (More precise a-particle and field measurements support the latter
24

value- of Eo .) Although the re: ..ionship EO =1,135 X - 1.18 was

assumed in all cross-section calculations, the more correct electron
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2

energies obtained from the Cl proton endpoint at 24.5 Mev were used in

Plotting the data from the excitation experiments.

2.2 Calibration and performence of the S8EM. Other experimenters work-

ing on the Mark III linac at Stanford have observed large deviations in
the response of their S8EM's in the course of a few hours' running time;
consequently, the reliability of these beam-current monitors has long
been suspect. In order to check the performance of the SEM and the
stabllity and reliability of the counting equipment, signal runs were
intersticed with 0.003-in. Al-target runs which yielded, in the energy
range of interest, around 3000 counts in the eight counter channels in a
standard 272-ucoul run. Since the target was relatively thick for
protons (AE & .8 Mev for Ep & 3.5 Mev), any structure in the Al energy
spectrum would have been smoothed by straggling in the target, so that
any deviation from a monotonic yield of Al protons could have been inter-
preted as a malfunction of an experimental component. The Al data were
also subsequently used to evaluate the relative efficiencies (Ap/p)An

of the various counters. These Al measurements indicated no statistically
significant deviation of the experimental components' performance for the
energy- and excitation-function measurements in which the SEM position,
relative to the beam, remained constant. Two absolute calibrations of
the SEM response with a Faraday cup were made Tl days apart: the effi-
ciency at Ej = 30 Mev (0.0294% for three foils) was the same within
.3%. The method of data-combination tended to minimize fluctuations in

the counting efficiency of the various counters and in S8EM response.
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In experiments where large deviations in SEM efficiency have been
observed, the SEM was portable and consequently the beam-spot traversed
the SEM foils in different spots in each calibration run. This varia-
tion in SEM position has been alleged to explain the observed deviations.
This effect was probably observed during our angular distribution runs.
These runs necesgssitated a repositioning of SEM at each angle although
with good position reproducibility. After completion of the angular
distribution measurements Al runs were taken over a sizable energy range
and yield decreases of 7.5% were observed on all counters. 8ince the
yield decrease was noted on all counters, it is likely that the SEM wvas
the offending component. Concurrently with these Al calibration measure-
ments the O energy spectrum below the 9.2-Mev peak was measured and these
data subsequently normalized to the previous SEM calibration.

The response of the SEM relative to the Faraday cup was measured as
a function of electron energy EO for use in the excitation experiments.
The relationship R = -.092 Eo + 36.77 (Fig. 3), where R is the ratio
of Faraday-cup response to SEM response, was found. However, since the
distance between SEM and Faraday cup was 32 in.— a more intimate arrange-
ment being prohibited by the spectrometer base and scattering chamber —
the measured ratio R should have been corrected for multiple scattering
in the .495 X 10'3 radiation length of Al the beam traversed before enter-
ing the 4-in.-diameter mouth of the Faraday cup. If the assumptions of a
uniform intensity distribution of the electron beam (width ~ 0.50 in.),
perfect aligmment of Faraday cup and SEM, and a Gaussian distribution of

o)

multiple scattering angles -~ with rms angle

- 13 -
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FUNCTION OF
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ELECTRON ENERGY (MEV)

FIGURE 3
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o = (21.2/8 )t c(z,t) , (5)

where t 1is the thickness of the scattering material in radiation
lengths, and C(2Z,t) is a correction factor which depends on the atomic
number 2Z and the thickness t of the scattering material [C(Z,t) =
.64 for t =5 X 1o'h radiation lengths and Z = 13] are made, then 99.5%
of the beam at 16 Mev and essentially 100% of the beam at 30 Mev passed
through the Faraday-cup opening. The measured response curve, however,
was used to correct excitation data for the Eo dependence of the SEM;
and neither the counting statistics near threshold nor mechine energy
stability justified a further concern over the small additional correc-
tion necessitated by multiple scattering of the beam in the window ahead

of the Faraday cup.

2.3 BSpectrometer energy and solid-angle calibration. The energy calib-
2l

ration of the spectrometer was accomplished with the use of a Cm
a-particle source as described previously.23 The same median-field
measurements versus magnet-shunt current were used as in reference 23;
but the experimental points were fitted by an algebraic expression of
third degree, which was subsequently solved for the field values, thus
resulting in automatically smoothed field values. The field values in
gauss as a function of the magnet-shunt current X were H = 501 X,
05X s15.10; H=-.2667%3 +9.818 %% + 386.7x + bok.k, 15.10 s X &
23.18; H = .3518 X3 - 36.91 X2 + 1555.9 X - 9B7.1, 23 5 X 5 29.85.

In the proton-energy range of interest the relationship between current

and field was essentially linear. The proton energies were computed

-15 -




using the first order relationship

) 1,0 2
E, = El1-3E/MC)], (6)

where Eg is the nonrelativistic proton kinetic energy (er)2/2Mpc2 .
The Ho value was calibrated by masking the a-particle source in such a
way as to duplicate the beam contour as well as possible and then care-
fully placing the a-particle source at the experimentally determined
beam height. Alpha-particle-source resolution curves (Fig. 2) were
then measured, and the center of the curves assumed to correspond to an
a and hence a proton energy of 5.81 Mev. Then

(eBo)? M g |2

(0
= __E )
24‘ c2 ll-Mp @ ;aé (M

where Ha is the field corresponding to the center of the resolution

E =

g O

curve. The shunt current corresponding to the center of the Q-particle
resolution curve for counter 7 was reproducible to within .7$. While

it is well-known that diffusion of the atoms upon which the source is
Plated can cause an effective thickening of the source and consequently
a reduction in the mean Q-particle energy, the unattenuated energy of the
strongest line, 5.81 Mev, was used in the calibration.

The fractional change in the energy AI/E for a given spectrometer
field produced by a fractional change in the source height is given by
AE/E = .515 88 1'/81' according to Judd,26 vhere 8  is the source height
corresponding to an energy E and coefficient .515 is a characteristic

of the spectrometer (Sr = 28 in., field index n = 1/2 , average radius

- 16 -




of curvature r, = 18 in., and the angle of deflection 6 = 120°).

During data runs frequent beam-spot pictures were taken to check vertical
and horizontal alignment of the beam. These beam alignment checks
ensured that excessive vertical deflections did not broaden the effective
energy resolution or shift the energy calibration.

The spectrometer solid angle was measured with the use of Cmam‘
a-particle source and a movable system of baffles whose dimensions were
2/3, 1/2, and 1/3 of the spectrometer aperture dimensions. The effective
source strength was determined by placing baffles of successively smaller
area in front of the magnet aperture until the counting rate was propor-
tional to the baffle area. The counting rate with the 1/2-size baffle
was 9/h that with the 1/3-size baffle; so it was assumed the spectro-
meter solid angle was the ratio of the unbaffled -counting rate to the
1/2-size baffled G-counting rate, times the solid angle defined by the
1/2-size baffle, 2.99 X 10'3 sr. This method assumes that the source
emits Q-particles isotropically into a solid angle at least as big as

the spectrometer solid angle. The alteration of the spectrometer resolu-
tion by reducing the effective solid angle should not invalidate this
procedure if areas under the differently baffled resolution curves are
used. In practice, since the ratios of the ordinates of the resolution
curves under differently baffled conditions were constant to within
statistics, only the counting rates at the peaks were used. Although

all counters should subtend the same spectrometer solid angle, the most

reliable measurements would be expected for counters near the central ray.

- 17 -




In order to compute absolute cross sections the value of the spec-
trometer energy acceptance AE/E must be known. If the spectrometer
aberrations and Q-particle-source-line shape are known, then AE/E can
be calculated directly by unfolding the Q-pa: ticle resolution curves.
However, since detailed knowledge of these parameters is not available -
the values of AE/E for the various counters were calculated by means

of the proton-energy calibration formula [Eq. (6)], written in the form

B, = k- (kiﬂz/%ca)] , (8)

and by means of the scintillator width and average counter separation.
The spectrometer energy acceptance AE/E for the i-th counter was

obtained by averaging the energy difference of the (i + 1)th and (i - 1)th
counters, dividing by the energy of the i-th counter, and multiplying by

the ratio of the scintillator width ws to average counter separation

Hc . Thus,
LB W k -k k + k -k
i-1 + i-1 i+ i
) I B D M 2 3 P 218, (9
E /i wc 21:1 a(pc
where
Ma 1
k = —n ———
i a 2
(B
v, = 1.187 in. ,
and

'ﬁc = 3,56 in.
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For counters 1-8, the k, values were 1.2868, 1.2429, 1.1951, 1.1465,

i
1.0919, 1.0328, 0.9719, and 0.9292. These values were obtained without
recycling the magnet and during a short time interval; so the true AE
values should have been preserved. [The calculation of (AE/E).., vas
modified by counter'8's forward location.] The solid angle with the
lead baffle used with the gas targets was related to the solid angle
without lead baffle by compering the ratios of the Al data at one proton
energy. Table I lists the values of . AR obtained from a-particle
measurements with each counter. Using the magnet-face target distance
minus half the gap distance for the source distance, an equilibrium-
orbit radius of 18 in., and an accessible magnet-vacuum-chamber area of

2, the first order theory predict826 A = 1,03 X 1072 or.

14,1 in.
In order to determine absolute cross sections, the quantity
(OE/E)AQC must be evaluated.®3 This quantity [(AE/E)AQC]), where C
is the number of electrons per unit monitor response [C = R CI(QI/qe) s
vhere R 1s the reciprocal of the SEM efficiency, CI is the capacity
of the integrator capacitor in farads, QI is the charge accumulated
on the integrator capacitor per monitor response, and % is the
electronic charge in coulombs], was obtained by synthesis of the directly
measured values of AQ, AB/E and C , and also b).' the virtual photo-
disintegration of D , using the gas target. The D (e,pe') data used
in the calibration are shown in Fig. 4. The total cross section

= 1.1 +,10 mb and angular distribution do/dR = .11(.093 + sin2 0)
27

O
mb/ sr, measured by Whetstone and Halpern™ at a photon energy of k = 12.5

Mev, were assumed as was the validity of the virtual-photon formulism

-19 -
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[Eq. (4)]. The reel photons produced in the 0.495 )<-10°3

radiation
length of the SEM and window and 0.354 X 10"3 radiation length of gas-

chamber well were included in the calculation. This measurement gave

AR do k N
—|agc = (—| 2 2, (10)
E anjr6* N(Eo,k) n VE

equal to 4.6 X 109 sr-electrons per unit monitor response, where

N(Eo,k) is the number of real and virtual photons of energy k per
incident electron of energy Eo s My
per unii erea, Np is the number of protons emitted into the spectro-

is the number of target nuclei

meter solid angle for monitor response V , and E 1is the proton energy.
The integrator capacitor was measured against a standard capacitor in

the usual way23

and found to be .104 ufarad. Using this value to
calculate C and the measured values of AQ and AE/E , 3.96 X 109 is
obtained for (AE/E)AQC . This synthesized value can be comparea with
the D value after the latter has been corrected for the presumed SEM
efficiency increase which occurred before the D calibration experiment.
The corrected value of 4.3 X 109 from the deuteron experiment and the
synthesized value of L.o x 109 agree within 8%. The synthesized value
was used in cross-section determinations.

The effective gas-target length at 76° was determined by masking the
a-particle source to a .06-in. vertical slit and measuring the counting
rate as a function of lateral displacement from the scattering-chamber

center, as the source was moved in the beam direction. The effective

target thickness was assumed to be the width of a rectangle with the

- 22 =



same area and height as the experimentally measured trapezoid which
resulted in an effective target thickness of 1.01 + .03 in. (8ee Chapter
I111.)

The solid angle was not corrected for the second-order effects
arising from finite target and beam width since this correction is less
than l$ for all the conditions of this experiment. For a spectrometer

vith field index n =1/2,

a2 88, r
(M) = —J_--AO——-— tan"t 7 0 % | » (11)
22ro&o 2‘0+0-£0
vhere So is the effective source distance, ASO the half-width of the
electron beam, T, the radius of curvature of the magnet, and AO the
area of the magnet aperture. For small ASO ’
s 8 T (
a) = M 1+ l1-= . 12)
0 2ro§ + sg 3 21-0§ + ?o

The maximum ASO encountered in this experiment is 1 in.; therefore,

(&) = (1.0003)&0.

2.4 Target energy-loss calibration. The wall thickness of the gas chamber

was determined by placing the a-particle source in the center of a chamber
of the same dimensions, and fabricated by the same method as the signal-
gas chambers, but with removable top to facllitate insertion of the
source. Originally, it was planned to determine the energy-loss in both

the gas and the target wall by this method, but time limitations and the
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relatively short range of 5.81-Mev a particles precluded these attempts.
The mean energy of the @ particles which had traversed the wall was
determined by measurements with the spectrometer magnet to be 3.36 Mev.
This corresponds to a mean energy-loss in the target wall of 2.44 Mev
for 5.81-Mev a particles (see Fig. 5). The 301 stainless-steel foil
vhich constituted the gas-chamber wall was directly measured before the
soldering operation to be 12$ thicker than the value obtained from the
a-particle energy-loss data. The velocity of a 3.36-Mev a particle is
1.20 X 109 cm/sec » at which velocity the effective charge due to random
pick-up and loss of electrons is 1.97 ¢ & so that this effect cannot
entirely explain the observed discrepancy. Finite a-source width (.47
in.) and target curvature increase the effective wall thickness by about
1%. The most likely explanation of the discrepancy between the direct
and a-particle energy-loss measurements is an error in the ionization
potential or attrition of the wall niateria.l by oxidation during the
soldering operation. The wall thickness determined by the a-particle
measurements was used in computing the proton energy losses in the
target wall.

The integrated non-relativistic form of the well-known Bethe-Bloch

formula

m T m T m Z [fhcl2
Eil2 1nf4 -2 || - E1|2 1n|u & £ =-3ana2—‘-’Axno—‘ )

l‘p I HPI Mp A

was used to calculate the proton's energy losses in the gas and gas-

(13)
I

chamber wall. In this formula Ei 1s the extensively tabulated expo-

nential integral; A X is the mass per unit area and I the ionigation

- 24 -
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potential of the matter the proton traversed, and the other symbols
have their usual meaning (me/Mp is the ratio of electron to proton
mass and is equal to 1/1836, 1 is Planck's constant/2x , ¢ is the
velocity of light in a vacuum, No is Avogadro's number, and Z and
A are the atomic and mass number of the stopping matter). The proton

energy loss in the polystyrene (CH) and teflon (CF2) foils was calculated

with the data of Rich and M&v.d.ey.z8 For teflon, the formula

In(I./I
(‘E - % ar ] - E. _“f_izs_’_ (14)
¢ /CF, \dg c 1n(2mv /IC)

was used. For the gaseous boroethane (ans) target, the approximate

formula
4aT In 8 (4T aT
—— = — = 1.29 — (15)
de /B, In5 |as/o, dg Jo,

was used. The values of the ionization potentials employed were

= = = 1 =
I 76.2, I, 97.6, Ip 108.4, Ie = 129, I, 187, and Ipe = 241 ev.
One half the total effective target thickness was used for Ax for the
solid targets, while .95 of the gas-target radius was used for Ax for

the gas targets.

C. Ported Scattering-Chamber Design

Motivated by the desire to extend angular distributions to more
extreme forward and backward angles than were accessible with existing

scattering chambers and to eliminate as much of the matter the beam
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traversed before the target as possible — for both these proton experi-
ments and inelastic electron scattering experiments -~ a ported scatter-
ing chamber was designed. In the design which was adopted the electron
beam pipe was directly connected to one of the scattering-chamber ports,
depending on the selected scattering angle, and the spectrometer and
accelerator vacuums were continuous. While this arrangement satisfies
the two design objectives admirably, it increases the difficulty of
angular changes greatly but not prohibitively. Other important design
considerations are the solid angle subtended by the target and output
window, and a suitable range of scattering angles. The target output-
window solid angle is essentially independent of the scattering-chamber
radius, the window diameter being proportional to the radius, but the
existing apparatus and surface area needed for an O-ring vacuum seal
dictated a chamber radius of 10 in. Angles of 20°, 48°, 76°, 104°, 132°,
and 160°® were accessible with a symmetric arrangement of ports around
the spectrometer input channel. In order to extend the angular range

to include the interpolated half-angles, the spectrometer input channel
and the two adjacent ports were made removable s0 that an insert with a
spectrometer input channel shifted by 14° could be installed. The
original intention to incorporate the spectrometer and accelerator vacuum
systems was abandoned because a amall leak in the spectrometer-magnet
vacuum system necessitated separating the SEM and accelerator vacuum
systems from the spectrometer vacuum system by a .00l-in. Al window to

obtain relisble SEM performance.



D. Gas-Target Design

The most prevalent configuration for gas targets in this laboratory
is a cylinder orientated so that the electron beam passes through parallel
to its longitudinal symmetry axis; this design being desirable for elec-
tron scatterers because of the large effective target length and because,
in general, energy loss in the walls for electrons at higher energies is
not a serious problem even at extreme angles. For the study of the
(e,pe') reaction, however, an effective target thickness of ~ 5 mg/cm2
provides an ample counting rate in most cases, and energy-loss considera-
tions are paramount. These considerations imply that a cylinder with
the beam passing through perpendicularly to the longitudinal axis would
be an experimentally propitious arrangement. Since stressed organic
materials quickly fail under high-energy electron bombardment, thin
metallic foils were indicated for the window material. Preliminary
experiments were made with a target chamber fabricated from a 2-in.
diaemeter, 0.06-in. wall stainless-steel cylinder, 2-in. high, with a
window opening l-in. high and extending around the cylinder circumference
except for a l-in. supporting web. The window material was 0.00025 in.
of 301 stainless~steel.29 This target chamber design showed that the
limited vertical clearance and supporting web were a source of copious
background. The subsequently developed target had a vertical clearance
of 1-1/2 in. and a single gold-silver soldered wall-seam and no supporting
wveb. This configuration was probably mechanically superior to the sup-
porting web construction because it allowed the targets to assume a more
symmetric and hence more mechanically desirable shape. Background from
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the target walls was unavoidable at extreme angles; but, with a suitable
choice of target radius and spectrometer baffles, it could largely be
eliminated at angles nearly perpendicular to the beam. In order to
restrict the spectrometer's view of the target walls a lead baffle was
placed in the spectrometer entrance port, 8.95 in. from the scattering-
chamber center. RExperiment indicated that a lead baffle with a rectangu-
lar hole of horizontal dimemsion .880 in. and vertical dimension 1.975 in.
would reduce the background counting rate by a factor of ~ 5, while only
reducing the effective spectrometer solid angle 20% (the residual back-
ground was twice background from extermal sources alone under these
conditions). For an experiment with equal signal and background rates
this arrangement would reduce signal statistical errors to 75% of those
of the unbaffled arrangement. Background from target walls became more
virulent vhen angular distributions were measured, since in the forward
and backward directions the spectrometer could clearly "see" the target
wvalls. However, at these angles the effective target length increased
enough so that a workable signal-to-noise ratio was maintained.

Two similar target chambers, one containing the signal gas and the
other He for background measurements, were used in (e,pe') experiments.
Both chambers were inflated to nearly equal pressures so that they would
have nearly identical shspes and were interchanged occasionally to test
their (e,pe') similarity. As would be expected under baffled conditions,
the slight difference in gas-target shape and construction produced only
a slight (2$) statistically unreliable difference between H, background

rates for the two targets. The background counting rate due to electron
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pile-up is not expected to depend greatly on multiple sca.tb{ring of the
primary electron beam in the target, assuming that the primary target
background contribution is to multiple-scatter the incident beam rather
than to Mott-scatter it, the latter process being important in the thick
walls of the scattering chamber beyond the target and in the .00l-in. (Fe)
exit window. Multiple-scattering of the electron beam before Mott-
scattering changes the ( cos® 0/2)/( sinh 6/2) angular dependence of the

Mott croses section to

c052 % 0'2 0’2
%8 \**TFetT . Fe | ¢ (26)
sin 3 sin 3 2 cos 3

vhere o is the multiple-scattering rms angle [Eq. (5)], and provided
6 >> 0 . Therefore, the electron pile-up background rate should not be
increased significantly by multiple scattering in the target. Mott-
scattered electron intensities were 100-times greater from the target
gases than from H; .ut single electron-scattering events in the target
contributed negligibly to the background, and consequently no background
subtraction bias was expected from this source.

The background subtraction method used with the gas target was
clearly valid as the above considerations showed. The target-in target-
out method of background subtraction used with the solid targets was
experimentally confirmed with the CH target by using an incident electron
energy of 24.5 Mev and searching with a null result for signal above the

proton threshold.



The target wall curvature decreased the overall resolution very
little. Since the beam-spot was small compared to the dimensions of the
gas container (a probable beam half-width of 3/16 in. compared to the
l-in. chamber radius), and since the energy loss in the target wall in
the normal direction was nearly equal to the energy loss in the target
gas in a target radius distance, then A(AE/dx)/(dE/dx) varied like
-l/B(d/R)h; so that the energy loss waﬁsensibly constant out to a dis-
tance of .7TR, where A(dE/dx)/(dE/dx) = 3%, and where the efficiency of
the spectrometer at 76° for detecting protons was only 25%.

The actual fabrication of the gas target chambers was carried out
in the High-Energy Physics Laboratory Tube Shop by William Ewing. It
was experimentally shown that tl : gas containers would hold approximately
four atmospheres, indicating that the yleld strength of stainless steel
can be scaled almost linearly with thickness in this thickness region,

a similar target of approximately .5-in. radius and .00l in. thickness

having held 22 atmospheres. i
g

!

E. Description of Targets i

Table 1I contains a description of the targets used in our experi-

ments. The pressure of the gaseous targets was recorded with a Bourdon
tube gauge (the manufacturer's estimated absolute accuracy was % .05 lb/in.e)
and Hg barometer at frequent intervals. The temperature of the zair near

the scattering chamber was recorded and not the temperature of the target

gas; but inaccuracies due to temperature lags between the air and the

target-cell environment were small (total daily temperature variations

- 31 -
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were less than 15°C), and the data-combination method tended to average
these errors to zero. The average of the individual runs for each counter
at each datum point was corrected to NTP using the average temperature

and pressure conditions encountered during the datum point run.

F. The Method of Data Combination

Tue data from the eight counters were grouped into energy bins less
than 1% wide which contained on the average data from three counters.
Each proton-energy interval was corrected for target-energy losses, and
the datum from each counter in the energy interval was multiplied by the
reciprocal of the relative counter efficiency (AE/E)AQ , and the mean
datum point for this energy interval was computed in the usual way
(TI = l‘-l"zlw:l/}i‘.l:'i , where the Pi 's are the reciprocals of the squares of
the standard deviations associated with the Wi 's). The relative
efficiencies of the counters were obtained from the Al data-runs by
plotting the ratios of the counting rates of the other counter to counter
T. The modulation of the ratios due to small random variations in counter
T's efficiencies were removed by renormalization of the ratios with sub-
sequent renormalization of counter 7's efficiency. The experimental data
are shown in Figs. 6 and 7. The renormalized efficiencies of the counters
with & Pb-baffle, described in Section D above, were .31, .42, .54, .70,
.85, .94, 1.00, and .98; without a Pb-+ °fle they were .30, .41, .53, .71,
.87, .93, 1.00, and 1.01. Therefore, the counting statistics for the
combined data should be 4_5—.'?6-, or 2  times better than those of counter

7. 1In fact, since the ratios of the counters were constant over the
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energy range employed, the assumption of 100% counting efficiencies,

made highly plausible by integral discriminator curves with wide plateaus,
vas supported; and furthermore, since the experimental points for the

same energy were taken at different times, the confidence level attached
to the data is somewhat greater than if 5.76 times as many counts were
accumulated on one counter.

In the region below 13.0 mv spectrometer shunt current, the proton
pulses in the scintillators were the same order of magnitude as electron
pile-up pulses; and, therefore, the background rate was slightly sensi-
tive to beam alignment, which could depend on gun and accelerator tune-
up parameters. Therefore, it is expected that the standard deviations
computed from the variation in the standard, 272-pcoul runs (about 20
signal and 20 background, standard runs in this region) would be larger
than those expected from counting statistics. While uncertainties in
the branching retios to ground and excited states of the residual nucleus
vitiate the practical value of any statistical test for goodness of fit,
since the cross section to & definite final state is the more interesting
information, a comparison of the standard deviations predicted by Poisson
statistics and those computed from internal consistency in the usual
fashion at different spectrometer shunt voltages are given in Table III
for the Ne energy distribution. It is obvious that the errors on the
first six points of the Ne energy distribution, which were computed by

assuaing Poisson statistics, should be increased by a factor of ~ 2.
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G. Shielding Improvements

Pilot-B CH scintillators3o were used for proton detectors; and since
(n,p) cross sections are 14 b at .1 Mev, 4 b at 1 Mev, and 1 b at 10 Mev,
appreciable background could result from knock-on protons. For this
reason the amount of borax-paraffine neutron shielding in the laboratory
was greatly increased. This shielding, gradually increased over a period
of time, reduced the background by an apprecisble factor for Eo = 30 Mev.
Estimates of the background due to (n,p) events can be made with the use
of the following assumptions:

(1) The origin of all neutrons in the paraffine beam-stdépping
material and a mean neutron energy of 6 Mev.

(2) The neutron yields in C measured by Barber and George.31

(3) A discriminator cut-off corresponding to the energy loss of a
2-Mev proton.

(%) The same angular distridbution for the (7,n) reaction as for the
(7,p) reaction.

(5) A geometric factor of 1/2 to estimate losses incurred because
the range of a 4-Mev proton is the order of the scintillator thickness.

(6) A tactor of 2/3 to account for (n,p) events which result in a
recoil proton with energy greater than 2 Mev.

(7) Target-cave and target-scintillator distances of 8 and 4.8 ft,
respectively.

Making these assumptions, we calculate 4 X 3513 (1- .88cosb +

R sin° 6)/(1 - .88 cos 9)2 counts per electron, where 6 1is the angle
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between the spectrometer and electron beam, were produced by knock-ons

in the unshielded scintillators. The average .003-in. Al proton-counting
rate was approximately 5 X 10'13/e1ectron at 76°, compared to the

6 x 10713 to ve expected from (n,p) events without shielding.

Preliminary runs, with the spectrometer shielding of 20 in. of borated
paraffine, 4 in. of lead, and 2 in. of iron in place, indicated that a
larger component of the ambient background (background not originating in
the target area) was a function of spectrometer angle than predicted by
the above calculation. Therefore, an additional 4-in. Pb shielding-wall
was built along the output-wall of the cave housing the achromatic beam-
translation system and the former collimator shielding-wall was moved

23

nearer the collimator - and thickened. It was experimentally determined
that the scraping slits located about two feet in front of the second
magnet added appreciably to the background counting rate, and in an
especially noxious way, the background rate not being strictly a function
of the SEM beam current, but a slight function of accelerator tune-up
conditions; therefore, these slits were retracted. Probably the largest
contribution to background reduction was the construction of a beam-

stopping cave with walls composed of two 1l-ft-thick layers of a borax and

paraffine mixture separated by a 4-in. layer of lead.
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CHAPTER III
EXPERIMENTAL RESULTS AND DISCUSSION
A. Excitation and Energy Distribution Experiments

In most cases we interpreted our (e,pe') excitation-experiment data
by assuming that only E-1 transitions are important in the giant-resonance
region. As mentioned previously, the electron virtual-photon spectrum,
unlike the real-photon spectrum, depends on the multipole order of the
transition induced. Consequently reaction multipolarities could theore-
tically be determined by electron-excitation experiments alone and the
validity of the assumption of only E-1 transitions in the giant resonance
region investigated; however, in practice, the electron-excitation method
of multipolarity determination is difficult. In particular, electron-
induced E-1 and M-l transitions can be separated and identified only if
the (7,p) branching ratios to excited states, and the fractional errors
resulting from yield counting statistics are << 2/[(w/w' + w!/w)\ - 2] —
since the E-1 and M-l virtual-photon spectra are approximately propor-
tional to (w/w' + w'/w)A - 2 and (w/w' + w'/w)\ , respectively [A is
defined in Eq. (4)] — and if higher multipoles do not become important
at electron energies high enough to satisfy this criterion.

In addition, (fl&(i,ko)li), the matrix element of the current operstor
between initial nuclear and final nuclear-nucleon states, is evaluated far
Ifl = [p2 + p'2 - 2pp' cos 6]1/2 in electron-induced transitions and for
ITcI = A0 , the energy transfer, in photon-induced transitions. Deviations

of the ratio of the square of (f |3(§,ko)|i), evaluated for those values

- ko -



of |k| which are effective in electron-induced transitions, to the
square of (flj(i,ko)li), evaluated for the value of |k| which is
effective in photon-induced transitions, from unity must be small for
the above considerations to apply. The stacked foll experiments of
Bar‘ber32 have shown this to be a good approximation for C12 for electron
energies below ~ 60 Mev.

Experimental instabilities partially nullified the accumulation of
enough counting statistics and, in most cases, excited-state branching
ratios appeared to be too large to satisfy the above criterion. There-
fore, we assumed E-1 excitation and interpreted deviation of the proton
yield from an E-1 isochromat as attributable tco an additional E-1 transi-
tion in which the residual nucleus was left in an excited state. Usually
a definite break in the yield curve occurred when deviations were observed;
and, since the general E-1 character of the giant resonance is alleged to
be well established, the above assumption is highly plausible. However,
our results do not exclude the possibility of other than E-1 excitation
in isolated proton peaks..

Furthermore, the correct virtual-photon spectrum is also dependent
on the angle between the primary electron beam and the reaction product,
as explained in the Introduction (Chapter I), in contrast to the theories

of Dalitz and Yenniel! 33

and especially Blair,”~ which was specially derived
for application to stacked-foil experiments where the experiment integ-
rates over both reaction-product and scattered-electron directions. The
fractional error made in applying the Blair E-1 virtual-photon spectrum

to the reaction product observed at an angle Gq is
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(w/w)(1 - % sin® 99_)5(3)

[a(E) + B(E) sin eq][(w/w' + W /WA - 2] + (w/w)(1 - % sin Gq)ﬁ(E)

where a(E) and PB(E) are defined in Eq. (2). In the case where
o(E) << B(E) , such as the D (7,p)n, large deviations could occur; but
for the elements of this experiment the maximum error is L4, which is
probably smaller than arises from the assumption of only E-1 transitions.
Therefore, the reaction product angle-independent approximetion to the
E-1 virtual-photon spectrum was used at 76°, where energy distribution
and excitation experiments were executed.

Multiple scattering of the incident electron beam altered the E-1
virtual-photon, differential spectrum negligibly and was not a cause of
error, the reaction-product, angle-independent differential spectrum

being transformed from

”makg w2+u'2 1
A
(ko' ) ko'
to
anzkg 02 1+c032% u2+m'2 2 29 1
ez |} T T Fe |tTE @tttz |2
(x° - %5) 2  ein kS - k
0 2 0
o8,

vhere 9 1is the angle between incident and scattered electron, and o

is the rms multiple-scattering angle.

3.1 Oxygen. Our experimental results for the O (e,pe') yleld (Fig. 8),

with an initial electron energy E = 30 Mev, are in essential agreement

- L2 -
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34 and contenpora.rylh (v,p) work,

with the gross features of earlier
although our superior resolution and counting statistics enabled us to
resolve a small peak at 10.25 Mev on the high-energy side of the large
resonance at 9.53 Mev, usually alleged to be the O giant resonance. The

energy spectrum at 48° (Fig. 9) confirms the existence of this small peak

and extends the spectrum to a proton energy of 14 Mev, showing the smooth
yleld decrease above the 11.50-Mev peak. Peaks occur at proton energies
of 4.85, 5.60, 6.45, 7.00, 8.30, 9.53, 10.25, and 11.50 Mev, correspond-
ing, in the case of ground-state transitions, to photon energies of 17.27,
18.07, 18.99, 19.57, 20.65, 22.30, 23.10, and 24.35 Mev. Geller35 has
applied second-order difference analysis of the bremsstrahlung yields to
the 016 (7,n) reaction and obtained peaks at 18.11, 18.91, 19.60, 20.70,
and 22.4 Mev, the first three consecutive, the last two intersticed
between other peaks of unspecified widths. The agreement between peals
in o(7,p) of our experiment and o(7,n) as derived by Geller provides
_ support for charge symmetry of nuclear forces. The o(7,n) of Milone et
51.36 at a bremsstrahlung endpoint energy of 31 Mev is not in agreement
with our proton spectra; but because of the statistics of the (7,n) experi-
ment the difference is probably not significant.

Excitation of the 9.58-Mev O protons (Fig. 10) indicates ground-
state transitions up to an excitation energy of 31.8 * .5 Mev, above
vhich approximately 8% of the proton yield leaves the residual nucleus
le with 9.5 £ .5 Mev of excitation. Extreme single-particle photonuclear

37

theory requires Nl5 to be left in a state of negative parity and spin

3/2 or 1/2. N levels with unassigned spin and parity exist at 9.16 and
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and 9.81 Mev,38 and consequently single-particle excitation implies one
or both of these levels should be 1/2 or 3/2°. Unfortunately the counter
system straddled the 10.25-Mev proton peak during excitation experiments;
but the straddling counters at 10.00 and 10.55 Mev (Fig. 11) indicated
ground-state transitions for excitation energies up to approximately 33
Mev for the 10.00-Mev protons, and approximately 30 £ .5 Mev for the
10.55-Mev group, with about a 25% branching ratio to the 6.33 Mev 5 5/2°
state of Nl 5. However, these counters were on steep portions of the
energy distribution and small diurnal spectrometer-field 1nstabilities
could have produced large errors in the yield. The 11.50-Mev proton
yield (Fig. 10) follows a 24.4-Mev isochromat in the range of excitation
energies of this experiment, corresponding to ground-state transitions.
The 12.33-Mev protons also leave N in the ground state (Fig. 12) with
slight evidence for excited-state transitions for electron bombarding
energies above 34 Mev. Table IV summarizes the excitation characteristics
of the O protoms for EP greater than 9.53 Mev.

Excitation functions at proton energies lower than 7.5 Mev could
have clarified the synthesis of data of other experimental workers by
Fuller and Hay'ward39 who conjJectured that a large fraction of these lower-
energy protons were produced by the absorption of photons in the region
of 25.2 Mev with the residual nucleus Nl5 left in an excited state.
Experimental running-time limitations precluded low-energy proton excita-
tion experiments; but the data synthesized in reference 39 can be combined
with ours to place qualitative limits on the ratio of (da/dn)76. at photon

energies of 22.4 and 25.3 Mev. The unlikely assumption that the entire
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yield of protons in the 7.3-Mev region is attributeble to transitions
with the I‘I15 left in an excited state leads to an upper limit for the
ratio of 1:1. This ratio is imsensitive to exactly which excited states
are fed because of the relatively flat yield in the region in which the
final-state properties of the proton are uncertain. The conclusions above
are only valid if none of the protons with Ep < 5 Mev are produced by the
absorption of 25.2-Mev photons.

The proton radiative capture reaction on NJ' 2 has been studied by
Thomas et _e_._;.h'o in the photon-energy range of 17.0 to 19.7 Mev, and by
Cohen et gl_.hl for photon energies between 21 and 26 Mev. Discrepancies
between the detailed shapes of the experimental (7,po) and (po, y) cross
sections do exist, particularly for photon energies in the region of 25
Mev; but elsewhere, except for relative peak size differences, the agree-
ment is fair when the proton energies of the direct reaction are multi-
plied by the kinematic factor of (A/A-l)2 = 1.129 needed for comparison

with proton energies of the capture reaction. Detalled balance predicts

E
do 2 Pg do
—_— = h%c - |= , (18)
afy,p, E, \af/p,,7

for O, from which Cohen et 8l. obtained for the 9.53-Mev peak (da‘/dn)y,po
= 14 mb/bn sr = 1.12 mb/sr at 90°, to be compared with our 1.32 mb/sr.

The integrated cross sections and widths of an approximate resonance-
curve fit to the data for 22 < E7 < 25 Mev are given in Table V. The
difficulty in fitting a single resonance curve to the region around 22.3

Mev, and the appearance of a slight inflection on the lower-energy side
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of thir peak suggest unresolved structure. To unfold the contributions
of the finite spectrometer resolution and the finite electron-beam width
to the intrinsic width of the peaks, we geometrically subtracted twice
Ap/p » which is nonrelativistically AE/E , &8s given by the full width

ik a-particle momentum spectrum (AE =

at half-maximum height of the Cm2
.O2LE for counter 7; Fig. 2) and alegbraically subtracted the proton
energy loss in an electron-beam width of the gas (at experimental TP).
For the latter correction we assumed a uniform electron-beam intensity
distribution which overestimated the resolution degradation produced by
finite electron-beam width. With the use of these crude estimates, we
find the intrinéic photon widths of the peaks described in Table V to be
.62, .17, and .79 Mev, respectively.

The assumption that only O16 (7,p) transitions occur which leave le
in the ground state for excitation energies up to 30 Mev leads to the
differential cross sections at 76°® and 48° shown in Figs. 13 and 14. We

obtained for 016

27 4o
/ —=(7,p)dE_. = 5.4 t 1.1
16.6 3T

Mev-mb/sr at 76°, or

2
127 o(7,p)aE, = 56 211 (19)
16.6
16 (31
Mev-mb, assuming our angular distributions. For 0 [ U(7,n)d37,

Fuchs and Sa.landerh2 obtained 61 + 7 Mev-mb, while Carver and Iokanu3

obtained 46 t 7 Mev-mb. These values of [ 0(7,p)dE7 and [ c(7,n)dE7

for O are not in serious conflict with the requirements of charge symmetry.
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3.2 Fluorine. The F proton energy spectrum was investigated at three
initial electron energies, 18, 24.5. and 30 Mev (Figs. 15 and 16). The
2k.5-Mev data contain statistically significant peaks at 3.25, 3.7, 4.5,
and 7.3 Mev (ground-state-transition photon energies of 11.42, 11.90,
12.74, and 15.70 Mev), while less reliable evidence exists for a consid-
erable amount of fine structure. The 30-Mev spectrum confirms the
essentia